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Research questions

● RQ1. Can a text vectorization approach, based on the course descriptions,
be useful to identify courses with high semantic similarity?

● RQ2. To what extent can similarities between professor's specialty be
calculated based on course vectors?

● RQ3. How does course similarity detection differ when using vectorization
based on the course description compared to using the course title and
description?



Methodology

SQL data=>JSON file with course metadata, description and 

vector representation  (length of the embedding vector 768)

The tree cloud - the most frequent words

443 courses, 94.000 word



Results

course similarity matrix with normalized values 0-100

course similarity matrix 443x443

● E1: title and course description
- 29 courses > 95% of similarities 

● E2: just description. 
- 30 courses > 95%

professor similarity matrix with normalized values 0-100



Evaluation

Professor IDCourse ID Symilar1 Eval1 Symilar2 Eval2 Symilar3 Eval3 Symilar4 Eval4 Symilar5 Eval5

1 540 8382 [8597,  90] 90 [8535,  81] [8457, 78] [8680,  76] [8526, 76]

2 540 8597 [8382,  90] 90 [8535, 81] [8538, 78] [8680,  78] [8145, 78]

3 4060 8322 [8323,  99] 99 [8139,  94] [8745,  92] [8376,  89] [8338, 89]

4 388 8513 [8483, 91] [8546, 89] 5 [8471, 88] 3 [8514, 88] 3 [8201, 88] 1

5 388 8546 [8483, 90] [8513,  89] 5 [8514, 89] [8491, 88] [8399, 88]

6 168 8589 [8655,100] 100 [8463, 90] [8525,  88] [8587,  86] [8542,86]

7 168 8655 [8589,100] 100 [8463, 89] [8525,  87] [8587,  86] [8542,86]

8 1784 8768 [8766,  99] 99 [8769,99] 99 [8767,  98] 99 [8722, 86] [8729,  84]

9 1600 8652 [8510,  94] 95 [8509,  89] [8649,  87] [8625, 87] [8288, 86]

Rows 4 and 5 => calculated similarity <> manual evaluation 

Rows 6 and 7 => complete match

Row 3 => "metallic" <> "non-metallic". 

Row 8 => "flora"/"fauna"/"animals", "organism“/"microorganism"

Row 9 => same general topics, different wording
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